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I prefer the morning flight through Denver



Dependency vs Constituency trees
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Languages with free word order

| prefer the morning flight through Denver
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Dependency Constraints
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-root

dobj

@ nmod
=

I prefer the morning flight through Denver

= Syntactic structure is complete (connectedness)
= connectedness can be enforced by adding a special root node

= Syntactic structure is hierarchical (acyclicity)
= thereis a unique pass from the root to each vertex

= Every word has at most one syntactic head (single-head

constraint)
= except root that does not have incoming arcs

This makes the dependencies a tree
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Projectivity

= Projective parse
= arcs don’t cross each other
= mostly true for English

= Non-projective structures are needed to account for
* |ong-distance dependencies
= flexible word order
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JetBlue canceled our flight this morning which was already late
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Parsing algorithms

= Transition based
= greedy choice of local transitions guided by a goodclassifier

= deterministic
= MaltParser (Nivre et al. 2008)

= Graph based

= Minimum Spanning Tree for a sentence
= McDonald et al.”s (2005) MSTParser
= Martins et al.”s (2009) Turbo Parser



Eﬁi Configuration for transition-based parsing

Input buffer Buffer: unprocessed words

L] ' s
Stack: partlally < 2 S r DeRr;?:tcii:::y
processed words ; ‘ :
Stack | [ Oracle ] Oracle: a classifier
——

At each step choose:

— = Shift
= LeftArc or Reduce left
= RightArc or Reduce right
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Shift-Reduce Parsing

Configuration:
= Stack, Buffer, Oracle, Set of dependency relations

Operations by a classifier at each step:
= Shift

= remove w1 from the buffer, add it to the top of the stack as s1
= LeftArc or Reduce left

= assert a head-dependent relation between s1 and s2

= remove s2 from the stack
= RightArc or Reduce right

= assert a head-dependent relation between s2 and s1
= remove sl from the stack
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Shift-Reduce Parsing (arc-standard)

l'O

o lOb_]
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Y

Book me the morning flight

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
1 [root, book] | [me, the, morning, flight] SHIFT
2 [root, book, me] | [the, morning, flight] RIGHTARC (book — me)
3 [root, book] | [the, morning, flight] SHIFT
4 [root, book, the] | [morning, flight] SHIFT
5 [root, book, the, morning] | [flight] SHIFT
6 | [root, book, the, morning, flight] | [] LEFTARC | (morning < flight)
7 [root, book, the, flight] | [] LEFTARC (the < flight)
8 [root, book, flight] | [] RIGHTARC (book — flight)
9 [root, book] | [] RIGHTARC (root — book)
10 [root] | [] Done
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Training an Oracle

= How to extract the training set?

if LeftArc — LeftArc
if RightArc

dobj

det

Y

Book the flight through Houston
= if s1 dependents have been processed — RightArc

= else — Shift

Step Stack Word List Predicted Action
0 [root] [book, the, flight, through, houston] SHIFT
1 [root, book] [the, flight, through, houston] SHIFT
2 [root, book, the] [flight, through, houston] SHIFT
3 [root, book, the, flight] [through, houston] LEFTARC
4 > [root, book, flight] [through, houston] SHIFT
5, [root, book, flight, through]| [houston] SHIFT
6 [root, book, flight, through, houston] [] LEFTARC
) [root, book, flight, houston | [] RIGHTARC
8 [root, book, flight] [] RIGHTARC
0 [root. bookl [ RIGHTARC



E{i Arc-Eager
(root)
dobj

e
4

Book the flight through Houston

= LEFTARC: Assert a head-dependent relation between s1 and
01; pop the stack.

= RIGHTARC: Assert a head-dependent relation between s1 and
01; shift bl to be s1.

= SHIFT: Remove bl and push it to be s1.

= REDUCE: Pop the stack.




Arc-Eager

T

(nmod)
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Book the flight through Houston

Step Stacy'\yord List Action Relation Added
0 [rodt] | [book, the, flight, through, houston] | RIGHTARC (root — book)
| [root, boo the, flight, through, houston] SHIFT
2 [root, book, the] | [flight, through, houston] LEFTARC (the < flight)
3 [root, book] | [flight, through, houston] RIGHTARC (book — flight)
4 [root, book, flight] | [through, houston] SHIFT
5 [root, book, flight, through] | [houston] LEFTARC | (through < houston)
6 [root, book, flight] | [houston] RIGHTARC | (flight — houston)
i) [root, book, flight, houston] | [] REDUCE
3 [root, book, flight] REDUCE
9 [root, book! REDUCE
10 [root] Done




Graph-Based Parsing Algorithms
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edge-factored approaches

= Start with a fully-connected directed graph

= Find a Minimum Spanning Tree
= Chuand Liu (1965) and Edmonds (1967) algorithm
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function MAXSPANNINGTREE(G=(V,E), root, score) returns spanning tree

Chu-Liu Edmonds algorithm

FI]

T+

score’ ||

for each v € Vdo . .
bestinEdge « argmax,_, ) g scorele] } Select best incoming edge for each node
F«F U bestlnEdge
for each e=(u,v) € Edo

score’[e] < score[e] — scare[bestlnEdge]} Subtract its score from all incoming edges

if 7=(V,F) is a spanning tree then return it__
else
C+acyclein F

G’ + CONTRACT(G, C) } Contract nodes if there are cycles
T’ < MAXSPANNINGTREE(G’, root, score’) .
— Recursively compute MST

T+ EXPAND(T",C)
return 7 \
Expand contracted nodes

function CONTRACT(G, C) returns contracted graph

— Stopping condition

function EXPAND(7, C) returns expanded graph
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= Transition-based
= + Fast
= + Rich features of context
= - Greedy decoding

= Graph-based
= + Exact or close to exact decoding
= - Weaker features

Summary

Well-engineered versions of the approaches achieve comparable
accuracy (on English), but make different errors

— combining the strategies results in a substantial boost in performance



End of Previous Lecture



Machine Translation



¥

Two Views of MT

= Direct modeling (aka pattern matching)
= | have really good learning algorithms and a bunch of example
inputs (source language sentences) and outputs (target language
translations)

= Code breaking (aka the noisy channel, Bayes rule)
= | know the target language
* | have example translations texts (example enciphered data)
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MT as Direct Modeling

A\

e = argmapr e| f)

7N

target sSource

= one model does everything
= trained to reproduce a corpus of translations



MT as Code Breaking

One naturally wonders 1f the problem
of translation could conceivably be
treated as a problem in cryptography.
When I look at an article in Russian, |
say: ‘This is really written in
English, but it has been coded in
some strange symbols. I will now
proceed to decode.’

Warren Weaver to Norbert Wiener, March, 1947



Noisy Channel Model

/
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Which is better?

= Noisy channel - pg(e) X pcp(.f  e)
= easy to use monolingual target language data
= search happens under a product of two models (individual models
can be simple, product can be powerful)
= obtaining probabilities requires renormalizing

= Direct model - Px(e | f)

= directly model the process you care about
= model must be very powerful



Where are we in 20187

¥

= Direct modeling is where most of the action is
= Neural networks are very good at generalizing and conceptually
very simple
* |nference in “product of two models” is hard

= Noisy channel ideas are incredibly important and still play a
big role in how we think about translation



A common problem

pe(f |e) Noisy channel
pa(e | f) Direct

Both models must assign probabilities to how a sentence in one
language translates into a sentence in another language.



Levels of Transfer




Levels of Transfer

In der Innenstadt explodierte eine Autobombe
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Levels of Transfer

A car meb »exploded downtown
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Levels of Transfer

detonate
5 :arg@ bomb
Semantics :argl car
R A iy :loc downtown
logical form :time past

In der Innenstadt explodierte eine Autobombe



Levels of Transfer

detonate
o :argd bomb
Semantics :argl car
vey s i :1loc downtown
logical form :time past

A car bomb exploded downtown

"\ N 7
Syntax t
$

In der Innenstadt explodierte eine Autobombe



Levels of Transfer

detonate
:argd bomb
:argl car
:1loc downtown
:time past

Semantics
“logical form™

A car bomb exploded downtown

$

\

In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown

Syntax



Levels of Transfer

det

In der Innenstadt explodierte eine Autobombe

- ™ . 'y = ., A /
p o CL e e - I} i e 2o R 3
N, ) D of > T N > o

Acar oy Sxploded Luntan

x e 2P e =
Yy N Y A S "




Levels of Transfer

report_event|

Interli ngua factivity=true
o - explode(e, bomb, car)
meaning loc(e, downtown)
] \
explodieren detonate
:argd Bombe :argd bomb
:argl Auto :argl car
:loc Innenstadt :loc downtown
:tempus imperf :time past
In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown

S, i

In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown



E& Levels of Transfer: The Vauquois triangle

semantics

phrases

words

SOURCE

interlingua

semantics

syntax

TARGET

I-wnII do it tomorrow:
-~

-

Yo'lo haré manana.

1
NP !

__________________

will do it

Yo lo hare.manana
I.W|II do |t-tomorrow

phrases /

—7\\ s
& relE) ) =08

English (E) P(E | lo haré)
will do it 0.8
will do so 0.2

Yo lo haré manana

words ¥ | /=X

| will do it tomorrow

/

English (E) P( E | manana )
tomorrow 0.7
morning 0.3




~ In der Innenstadt explodierte eine Autobombe A car bomb exploded downtown




Interlingua?

In der Innenstadt explodierte eine Autobombe A car bomb exploded downtr
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Ambiguities

words
morphology
syntax
semantics
pragmatics

in the in-city exploded a car-bomb
In der Innenstadt explodierte eine Autobombe

A car bomb exploded downtown

In the downtown, a car bomb exploded
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Machine Translation: Examples

Atlanta, preso il killer
del palazzo di Giustizia

ATLANTA - La grande paura che per 26 ore
ha attanagliato Atlanta e finita: Brian
Nichols, 'uomo che aveva ucciso tre persone

a palazzo di Giustizia e che
—, s'e

consegnato alla polizia, dopo avere cercato
rifugio nell'alloggio di una donna in un
complesso d'appartamenti alla periferia della
citta. Per tutto il giorno, il centro della citta,
sede della_e deil Giochi 1996,
cuore di una popolosa area metropolitana,
era rimasto paralizzato.

Atlanta, taken the killer
of the palace of Justice

ATLANTA - The great fear that for 26 hours
has gripped Atlanta i1s ended: Brian Nichols,
the man who had killed three persons to

alace of Justice and that
— s' IS

delivered to the police, after to have tried
shelter in the lodging of one woman in a
complex of apartments to the periphery of
the city. For all the day, the center of the
city, center of the _and of Giochi
1996, heart of one popolosa metropolitan
area, was remained paralyzed.



Word-Level MT: Examples
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la politique de la haine . (Foreign Original)

politics of hate . (Reference Translation)

the policy of the hatred . (IBM4+N-grams+Stack)

nous avons signé le protocole . (Foreign Original)

we did sign the memorandum of agreement . (Reference Translation)
we have signed the protocol . (IBM4+N-grams+Stack)
ou était le plan solide ? (Foreign Original)

but where was the solid plan ? (Reference Translation)

where was the economic base ? (IBM4+N-grams+Stack)



Phrasal MT: Examples

Le président ameéricain Barack Obama doit
annoncer lundi de nouvelles mesures en faveur des
constructeurs automobile. General motors et
Chrysler avaient déja bénéficié fin 2008 d'un prét
d'urgence cumulé de 17,4 milliards de dollars, et
ont soumis en février au Trésor un plan de
restructuration basé sur un total de 22 milliards de
dollars d'aides publiques supplémentaires.

Interrogé sur la chaine CBS dimanche, le président
a toutefois clairement précisé que le gouvernement
ne preterait pas d'argent sans de fortes
contreparties. "Il faudra faire des sacrifices a tous
les niveaux", a-t-il prévenu. "Tout le monde devra
se réunir autour de la table et se mettre d'accord
sur une restructuration en profondeur”.

General Motors et Chrysler sont engagés dans des
négociations avec le principal syndicat de
l'automobile. Les constructeurs souhaitent
diminuer leurs cotisations aux caisses de retraites,
et accorder en échange des actions aux syndicats.
Ils souhaiteraient également négocier des baisses
des salaires.

U.S. President Barack Obama to announce
Monday new measures to help automakers.
General Motors and Chrysler had already received
late in 2008 a cumulative emergency loan of 17.4
billion dollars, and submitted to the Treasury in
February in a restructuring plan based on a total of
22 billion dollars in additional aid .

Interviewed on CBS Sunday, the president has
clearly stated that the government does not lend
money without strong counterparts. "We must
make sacrifices at all levels,” he warned.
"Everyone should gather around the table and
agree on a profound restructuring. "

General Motors and Chrysler are engaged in
negotiations with the major union of the car.
Manufacturers wishing to reduce their
contributions to pension funds, and give in
exchange for the shares to trade unions. They
would also negotiate lower wages.



Learning from Data






NEW ENGLISH TRANSLATION
NOVUM TESTAMENTUM GRAECE

NEW
TESTAMENT




.4

HEBPIHZTIRFER

&

3

ot

o R

W

H
L "
**”3

W e o

% &

B o 8o O o O B O 9o OR 9o B B

97.

58.
99,
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.

CLASSIC SOUPS Sm.
House Chicken Soup (Chicken, Celery,

Folaic. IIon:; Lariol) . asaauiansasaiemn 1.0
Chicken Rice SouUp ....cccvvviiiiiiiiiiiieeiiiiciiieviiaee 1.85
Lhicken OO SOUDY wscssinsivssasnsssvssussovsers 1.85
Cantonass Worton SOUD .......xucuiiviscsisssn 1.50
Tomato Clear Egqg Drop Soup .......coevvviieiiinnnenns 1.65
Raguinr Wonkow SSIES uesessssssssssansvsssnssnmsuven 1.10

30 FROE 3 SOU SOV woconsuissssisissvisiasbivissshisusmesey 1.10
Egg Drop Soup......vvviiiiiiiniiniinnssnssciinn 1.10
00 LoD WOnon MB . cssssmsssissmsmssmvessvosionens 1.10
TOTU VORI SIORIE <cosvisrs o sseusisss anuiaaassiniis NA
Chicken Corn Cream Soup .....cccocvviiiiiiiiiincnnnnnn. NA
Crab Meat Corn Cream Soup.......cccocvviiiiiniinnnnnns NA
SERIODA BN iR R NA



Dady Brehag Rades TV Phote Docaments Mage Padiicatomy Sitampe Datadeses UN Works Searchd

Feote & Secormy Lcomammc A S o Devoivpmant Momas Raghty Pamaniiacae Aflacry intersatesl Low

Welcome to the

United Nations

UN Millennium Secretary General
Devetopment Goais

Situatran in ireq

United Nations

News Ceontre Midesst Roadmap

About the Renawing the UN

Unted Nations
UN Actian inet

Yorr
Main Bodies —

Beees oo the LN Agends

Cont AE t
oo S Civil Sociaty ' Businans

Member Siates UN Webcast

Genersl Asnambly

Prusident CyberSchooiBus

Recent Addrony (mploymest UN Procoremest (ommests O A A UN Syivem Saey lndes

Jr* ' Frangain Fytcumd [apatel

Copynght, United Natons, 2000-2008 | Use of UNESC Logo | Terms of Use | Privacy Notoe | Mep

[ Toe comm— |

e~y
| wdwy
>
TN P
KT

BEam
FHEEREH

EESlNEN
LSl B
SRS 215
L ED
EANaRAN

KN X2ER

BRAR IR HANESR BRE

g

Y58 LETN ER BER

,
\‘ -A
R
N

ol

HEaN

BEXNsONfR—Ren:

BRSNS

Englsh  Frangais Pyccamd Espadel

Er4n
‘s 3. NS
B

RN
hARKN
FEBaN
EBMEX
EaNERN
NS/ NY
EaNNSsAn

PhRs

NEamE mMuRs

B AE2000-2006% MO SRR ¥ RERAANAASARLANRED

Csed 1




http://opus.nlpl.eu
O P U S . 2018-02-115:::: Z:ia: ParaCrawl,

... the open parallel corpus XhosaNavy

e 2017-11-06: New version:
OpenSubtitles2018

e 2017-11-01: New server location:
http://opus.nlpl.eu

e 2016-01-08: New version:

OPUS is a growing collection of translated texts from the web. In the OPUS project we try to convert
and align free online data, to add linguistic annotation, and to provide the community with a publicly
available parallel corpus. OPUS is based on open source products and the corpus is also delivered as

an open content package. We used several tools to compile the current collection. All pre-processing OpenSubtitles2016
is done automatically. No manual corrections have been carried out. e 2015-10-15: New versions of
TED2013, NCv9
The OPUS collection is growing! Check this page from time to time to see new data arriving ... « 2014-10-24: New: JRC-Acquis
Contributions are very welcome! Please contact <jorg.tiedemann@bhelsinki.fi > o 2014-10-20: NCv9, TED talks, DGT,
WMT
Search & download resources: | - select -- v |- select -- v |all v| e 2014-08-21: New: Ubuntu, GNOME
e 2014-07-30: New: Translated Books
e 2014-07-27: New: DOGC, Tanzil
e 2014-05-07: Parallel coref corpus
ParCor
Search & Browse Sub-corpora (downloads & infos):
e OPUS multilingual search interface » Books - A collection of translated literature (Books.tar.gz - 535 MB)
e Europarl v7 search interface e DGT - A collection of EU Translation Memories provided by the JRC
o Europarl v3 search interface e DOGC - Documents from the Catalan Goverment (DOGC.tar.gz - 2.8
» OpenSubtitles 2016 search interface GB)
» EUconst search interface e ECB - European Central Bank corpus (ECB.tar.gz - 3.0 GB)
¢ Word Alignment Database (old DB) e EMEA - European Medicines Agency documents (EMEA .tar.gz - 13.0
GB)
Tools & Info o The EU bookshop corpus (EUbookshop.tar.gz - 42 GB)
sy e EUconst - The European constitution (EUconst.tar.gz - 82" MB)
* OPUS Wiki » EUROPARL v7 - European Parliament Proceedings (Europarl.tar.gz - 2!
* OPUS API by Yonathan Koren GB)
* Uplug at bitbucket o GNOME - GNOME localization files (GNOME.tar.gz - 9 GB)
Some Projects using OPUS . ?lzolg;aé )Voices - News stories in various languages (GlobalVoices.tar.gz -

» The Croatian - English WaC corpus (hrenWacC.tar.gz - 59 MB)

. . R :
LetsMT! - On-line SMT toolkit e JRC-Acquis- legislative EU texts (JRC-Acquis.tar.gz - 11 GB)

S ACANAACMCAT Vo TN G D T P e ASEh By EANATRICAD. BERGAL R



Learning from Data:
The Noisy Channel



e = arg meemxp¢(e) xpo(f|e)  Noisychannel

e = argmaxpx(e | f)  Direct
e






¥

= There is a lot more monolingual data in the world than
translated data

= Easy to get about 1 trillion words of English by crawling the
web

= With some work, you can get 1 billion translated words of
English-French
= What about English-German?
= What about Japanese-Turkish?



Phrase-Based MT
Translation Model P(f|e)

Parallel
corpus

source | target |translation
e f
phrase | phrase | features

\Reranking Model
Monolingual _‘ \ feature
corpus m “ . Language MOdel P(e) - Weights

2]

/ argmaz.P(f|e)P(e)

Held-out f
parallel corpus C



E& Neural MT: Conditional Language Modeling

Encoder Decoder+Attention

* Project a source sentence intoa * Decode a target sentence from a
set of continuous vectors set of “source” continuous

vectors (s) ¥ Y2

iy ho hy hy =¢C
; _ ) 2 F—{23
= — — —
hy o) ha” hayS ()
‘ ‘ 2 N (X} 3023 33 Q43
() “hyt = ha “ha Tt Mgy .
_ —. ' ] E h| h'_y ,IA.; h l = C
3 Wy ke Khal (B — 0
L'y L2 ) rs 4 - 3 < .
“ T 7:| : . 7:-_1- - -’-l’| N 7:‘
My L2 .l;_; MK

Slide credit: Kyunghyun Cho



Research Problems

¥

= How can we formalize the process of learning to translate
from examples?

= How can we formalize the process of finding translations for
new inputs?

= |f our model produces many outputs, how do we find the best
one?

= |f we have a gold standard translation, how can we tell if our
output is good or bad?



b3 MT Evaluation is Hard

= Language variability: there is no single correct translation
= Human evaluation is subjective

= How good is good enough? Depends on the application of MT
(publication, reading, ...)

= |[ssystem A better than system B?

= MT Evaluation is a research topic on its own.
= How do we do the evaluation?
= How do we measure whether an evaluation method is good?



¥

Human Evaluation

= Adequacy and Fluency

= Usually on a Likert scale (1 “not adequate at all” to 5 “completely
adequate”)

= Ranking of the outputs of different systems at the system

Ievel WMT-13 Appraise tool: rank translations best-worst (w. ties)

“Valentino mél v2dycky radéji Valentino has always preferred
eleganci ne2 slavu. elegance to notoriety.

“Valentino should always elegance rather than fame.

“Valentino has always rather than the elegance of glory.

* Valentino had always preferred elegance than glory.

“Valentino has always had the elegance rather than glory.

Valentino has always had a rather than the elegance of the glory.



Human Evaluation

Adequacy and Fluency
= Usually on a Likert scale (1 “not adequate at all” to 5 “completely
adequate”)

Ranking of the outputs of different systems at the system
level

Post editing effort: how much effort does it take for a
translator (or even monolingual) to “fix” the MT output so
it is “good”

Task-based evaluation: was the performance of the MT
system sufficient to perform a task.



¥

Automatic Evaluation

= The BLEU score proposed by IBM (Papineni et al., 2002)

Exact matches of n-grams

Match against a set of reference translations for greater
discrimination between good and bad translations

Account for adequacy by looking at word precision

Account for fluency by calculating n-gram precisions for n=1,2,3,4
No recall (because difficult with multiple references)

To compensate for recall: “brevity penalty”. Translates that are too
short are penalized

Final score is the geometric average of the n-gram precisions, times
the brevity penalty

Calculate the aggregate score over a large test set




BLEU vs. Human Scores

45 T T
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Bleu Score



BLEU Scores

¥

= More reference human translations results in better and more
accurate scores

= General interpretability of scale
= Scores over 30 (single reference) are generally understandable
= Scores over 50 (single reference) are generally good and fluent

[ BT e 1T 1A I AR N |
0 10 20 30 40 50 60 70 >80



WMT 2018

‘

German
48.4
—

English
48.3 ENIPA
A

Estonian

Chinese

http://www.statmt.org/wmt18/ ‘.




Systems Overview
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Corpus-Based MT

Modeling correspondences between languages

Sentence-aligned parallel corpus:

o —— — — — — — — — — — — — — —— — — — — — e

14

| , ~

| Yo lo haré manana
i | will do it tomorrow

Machine translation system:

Yo lo haré pronto

A Sentence

Hasta pronto
See you soon

Hasta pronto
See you around

Model of
translation

~N—_—_— - ——

J | will do it soon

| will do it around

See you tomorrow




Parallel
corpus

-

2]

Phrase-Based MT
Translation Model P(f|e)

source
phrase

target
phrase

translation
features

Language Model P(¢) —

Held-out
parallel corpus

Bo

Reranking Model

feature
weights

/ argmaz.P(f|e)P(e)
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Phrase-Based System Overview

Morgen

fliege

18K ) o nach Kanadallzur Konferenz

Tomorrow

I|jwill fly

to the conference||]in Canada

Sentence-aligned
corpus

SN

Word alignments

cat ||| chat ]| 0.9
the cat ||| le chat ||| 0.8
dog ||| chien ||| 0.8
|:> house ||| maison ||| 0.6
my house ||| ma maison ||| 0.9
language ||| langue ||| 0.9

Phrase table
(translation model)

Many slides and examples from Philipp Koehn or John DeNero



Word Alignment
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Lexical Translation

= How do we translate a word? Look it up in the dictionary
Haus : house, home, shell, household

= Multiple translations
= Different word senses, different registers, different inflections (?)
= house, home are common

= shell is specialized (the Haus of a snail is a shell)
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How common is each?

Translation Count

house 5000
home 2000
shell 100

household 80




MLE

ﬁMLE(e | Haus) =

0.696
0.279
0.014
0.011

if e = house

if ¢ = home

if e =ghall
if ¢ = household
otherwise
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Lexical Translation

= Goal: amodel p(e | f,m)
= where e and f are complete English and Foreign sentences

e:<€1,€2,...,€m> f:<f17f27°°°7fn>
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The Alignment Function

= Alignments can be visualized in by drawing links between two
sentences, and they are represented as vectors of positions:

1 2 3 4

f=(f1,f2,...,/n) das Haus ist Klein

€ = (€1,€2,...,6m) the house is small
1 2 3 4

a=(1,2,3,4)"
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Reordering

= Words may be reordered during translation.

1 2 3 4
klein ist das Haus

S

the house Is small
1 2 3 4

a=(3,4,21)"
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Word Dropping

= A source word may not be translated at all

das Haus |st kleln

/] /

house Is small
1 2 3

a=(23,4)"
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Word Insertion

= Words may be inserted during translation
= English just does not have an equivalent
= But it must be explained - we typically assume every source
sentence contains a NULL token

0 1 2 3 4
NULL das Haus ist klein

T\

the house is just small
1 2 3 4 5

a=(1,2,3,04)"
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One-to-many Translation

= A source word may translate into more than one target word

;
das Haus |st klltzekleln

/\

the house is very small
1 2 3 4 5

a=(1,2,3,4,4)"
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Many-to-one Translation

= More than one source word may not translate as a unit in
lexical translation

das Haus brach zusammen

ANV

the house collapsed

a="777 a=(1,2,(3,4)")" ?



Generative Story

p(e | f,m) 2

Mary did not slap the green witch
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Generative Story

Mary did not slap the green witch

. \
fertility Mar;/ not/slapﬁaps\ap the\green %ch n(3lslap)
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Generative Story

Mary did not slap the green witch

fertili -
ertility Mary noOt slapslap slap the green witch n(3lslap)

NULL \ \ | { l \\\ P(NULL)

insertion — Mary not slap slap slap NULL the  green witch
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Generative Story

Mary did not slap the green witch

fertili i
ertility Mary not slapslapslap the green witch n(3lslap)

NULL " \ l | l \\\ P(NULL)

insertion Mary not slap slap slap NULL the reen witch
lexical \ l p\ \ / ; / t(Ialthe)

translation ~ Mary no daba unabotefada a la verde bruja
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Generative Story

fertility

NULL
insertion

lexical
translation

distortion

Mary did not slap the green witch
Mary noét lslap slap slap the green witch
Mar"y no\t slap slép slalp\ NULL\the\;htch
Mary  no c;ba una botefada \a Ia/ verde bruj/a
.

n(3|slap)
P(NULL)

t(la|the)

d(li)
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The IBM Models (Brown et al. 93)

fertility

NULL
insertion

lexical
translation

distortion

Mary did not slap the green witch

Mary not slapslapslap the green witch n(3lslap)

I ] \\\ P(NULL)

Mar"y not slap slap slap\ NULL the ;reen witch

| \ / / t(la|the)

Mary no daba unabotefada a la verde bruja

A S B S

Mar"y no dabauna botefada a la bruja verde

[from Al-Onaizan and Knight, 1998]
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Alignment Models

= |BM Model 1: lexical translation

= |BM Model 2: alignment model, global monotonicity
= HMM model: local monotonicity

= fastalign: efficient reparametrization of Model 2

= |BM Model 3: fertility

= |BM Model 4: relative alignment model

= |BM Model 5: deficiency
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P(e,a|f)

fertility

NULL
insertion

lexical
translation

distortion

Mary did not

slap the green witch

Mary n\ot lslap slap slap the @ {ch \

Mar"y not slap slép slap\ NULL\ the reen ;vitch
] ;/

Mary no daba unabotefada a la verde bruja

Mar"y no dabauna botefada a la bruja verde

P(e, alignment|f) = [1p[p [,

n(3|slap)
P(NULL)

t(la|the)

d(li)
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P(e]|f)

fertility

NULL
insertion

lexical
translation

distortion

Mary did not

slap the green witch

Mary n\ot lslap slap slap the @ {ch \

Mar"y not slap slép slap\ NULL\ the reen ;vitch
] ;/

Mary no daba unabotefada a la verde bruja

Mar"y no dabauna botefada a la bruja verde

P(Elf) = Zall_possible_aIignmentsl_lpfl_lpl“l_I pd

n(3|slap)
P(NULL)

t(la|the)

d(li)
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Evaluating Alignment Models

= How do we measure quality of a word-to-word model?

= Method 1: use in an end-to-end translation system
= Hard to measure translation quality

Option: human judges

Option: reference translations (NIST, BLEU)

Option: combinations (HTER)

Actually, no one uses word-to-word models alone as TMs

= Method 2: measure quality of the alignments produced
= Easy to measure
= Hard to know what the gold alignments should be
= Often does not correlate well with translation quality (like perplexity in LMs)



Alignment Error Rate

#17 i ¢ 2
g 2 o g %
g ® 2 © g7 @ 5 - o
PR EEEEEEE R
SEEETEEEE=z2 2233
[1JUnd |H ||
[2]zwar |H|H|H
[3] sollen LI
[4] derartige i
[5] Strafen =
[6] worz &
[7] des B
[8] Grundsatzes a
[9] der i
[10] relativen 8
[11] Stabilitat =2
[12] verhéngt 5]
[13] werden m
[14]. o




Alignment Error Rate

#17 . i @ 2
.3 2F. 6. 53
® © © B iow
BEEEFEEER N BN
SSEEsEsEEszsa2d2232
HE N
E RN
[3] sollen |
- -~ [4] derartige —y
Possible lin =1
P [6] roz B
[7] des -
8] Grundsatzes 2]
el
[10] relativen \.\\ o
[11] Stabilitit e =
[12] verhangt
[13] werden |
[14]. =
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Alignment Error Rate

Possible links
f 2

#17

[1] Und

[2] zwar

[3] sollen

[4] derartige
[5] Strafen
[6] wotz

[7] des

[8] Grundsatzes
[9] der

[10] relativen
[11] Stabilitat
[12] verhangt
[13] werden
[14].

relative

stability

Sure links

S
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Alignment Error Rate

Possible links
b o

Precision(A, P) =

#17 ® 2
= 2 §' = %
2= o o 2 &L, E .
= &8 E8GFLE2E28s =22 22 -
SEETEsEEE=zsa2d32232
(1jund | M 9 N
[2]zwar |H|H N
[3] sollen H N
[4] derartige = S -
i can " ure links

[6] wotz H S

[7] des "

[8] Grundsatzes ]
[9] der @

[10] relativen
[11] Stabilitat
[12] verhangt =]
[13] werden [
[14].

|PN A S N A]
Recall(A, S) =
A 4,5)="1g
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Alignment Error Rate

[1] Und
[2] zwar
[3] sollen LI

Possible links "o ——1a Sure links

[6] rotz S
P [7] des H S

[8] Grundsatzes m

[9] der 2

[10] relativen il

[11] Stabilitat =

[12] verhangt =

[13] werden i

[14]. @

PN A
Al

SN A

Precision(A, P) = S

Recall(A, S) =

ISNA|l+|PNA|
S|+ |A]

AER(A, P,S) =1




Problems with Lexical Translation

¥

= Complexity -- exponential in sentence length
= Weak reordering -- the output is not fluent
= Many local decisions -- error propagation



Phrase-Based Translation

¥

B 3TOM CMbICNne nogobHble AeNCTBMA YaCTUYHO AUCKPEAUTUPYIOT CUCTEMY aMEPUKAHCKON AeMOKpaTuu

0 033 2 50 T

in this sense

america’s democracy
us democracy

in that sense

In this respect

P(e, alignment|f) = p

segmentation ptra nslation preorderings



Phrase-Based MT
Translation Model P(f|e)

Parallel
corpus

source | target |translation
e f
phrase | phrase | features

\Reranking Model
Monolingual _‘ \ feature
corpus m “ . Language MOdel P(e) - Weights

2]

/ argmaz.P(f|e)P(e)

Held-out f
parallel corpus C



